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SYNOPSIS
It is challenging to concisely and effectively expose stu-
dents to the social and practical considerations of designing
Human-AI systems. But due to curricular or staffing con-
straints, Human-Computer Interaction (HCI) is often rel-
egated to a single course (or less!) within CS curriculum,
leaving little room for some instructors to integrate applied
responsible design into existing CS topics. Still, the societal
impact of Human-AI interaction deserves both attention and
time. To navigate these tensions, I designed a self-contained
activity that considers how responsible Human-AI design
can fit into existing course structures. The goal of this 1-
hour collaborative learning activity is to (1) give students
hand-on experience applying ethical design considerations
to Human-AI systems, and (2) be highly portable to fit a
variety of contexts and time constraints.

The activity: Students useMicrosoft’s 18Human-AI guide-
lines1 across four phases (initially, during interaction, when
wrong, over time) to evaluate real applications [1]. They com-
plete the following tasks (60 minutes):

• Microsoft’s Human-AI guidelines are presented and
distributed to students via printable cards2

1Guidelines: https://www.microsoft.com/en-us/research/project/guidelines-
for-human-ai-interaction/
2Printable cards: https://www.microsoft.com/en-us/research/uploads/prod/
2019/04/AI-Design-guidelines_041519.pdf
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Figure 1: An example of students collaborating on eval-
uating applications using Human-AI design guidelines

• Student groups of 3-5 students are tasked with apply-
ing the guidelines to a familiar applications (music rec-
ommendations in Spotify, auto-complete in text mes-
saging, Instagram, voice assistants, etc.). Unknown to
the students, these applications match those evaluated
by experts in Amershi et al [1].

• Within each group, individual students are responsible
for categorizing a subset of guidelines as a violation or
clear violation, application or clear application, or not
applicable.

• Annotations are made within a collaborative spread-
sheet (see https://bit.ly/hai-activity) to facilitate virtual
classroom environments.

• After an individual work period, students come back
to their groups to explain, debate, and settle on a full
analysis of the group’s application.

• (Optional) Pairs of groups that independently eval-
uated the same application meet to settle on a final
categorization of each guidelines (violation or clear vio-
lation, application or clear application, or not applicable)

• Coming together as a class, expert analyses fromAmer-
shi et al. are revealed and compared with student eval-
uations [1].

• The instructor guides group discussions about why
expert decisions may differ from student evaluations,
and whether the guidelines adequately capture the full
scope of student experience with the applications.
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While relatively simple, the applied nature of this activ-
ity yields rich discussions about ambiguities and challenges
surrounding the design of Human-AI systems in a relatively
short amount of time (a single class period). Extensions of
this assignment can be used applied to emphasize corporate
responsibility and industry design incentives (see Recom-
mendations).

KEYWORDS
Student Activity, Human-AI Interaction, Ethical Design
ACM Reference Format:
Evan M. Peck. September 2022. 1-Hour Collaborative Learning
Activity for Responsible Human-AI Design. In ACM EngageCSEdu.
ACM, New York, NY, USA, 3 pages. https://doi.org/10.1145/3519936

1 ENGAGEMENT HIGHLIGHTS
This activity touches on a number of evidence-based learning
approaches within a relatively short amount of time.

• collaborative learning: individual students use peer-
learning to apply guidelines to an application area and
then share those guidelines with larger groups. This is
reinforced when student groups meet with each other
to resolve differences in evaluations

• using meaningful and relevant context: students
consider and critique AI within the context of applica-
tions that they have meaningful interactions with on
an everyday basis.

• culturally relevant pedagogy: guidelines such as
Mitigate Social Bias or Match Relevant Social Norms
necessitate discussions surrounding issues of diversity
and social responsibility, and can guide conversation
about the sociopolitical role of AI and design.

Potential modifications: There are a number of modifi-
cations that can be made depending on the structure of the
course or goals of the activity

• Corporate comparisons:Google andApple have also cre-
ated publicly-available guidelines to navigate machine
learning or AI interactions with people [2]. One modi-
fication of this assignment would be to assign different
guidelines to different groups for the same applica-
tion (for example, music recommendation is evaluated
by Microsoft’s guidelines in one group and Google’s
guidelines in another group). Subsequent group discus-
sions can focus on why evaluations differ between in-
dustry guidelines and how those guidelines may nudge
design.

2 RECOMMENDATIONS
• introduction: I found that giving a light introduc-
tion to the guidelines prompted more significant peer-
learning opportunities between students. Depending

on the background of students, instructors might want
to consider more significant initial scaffolding.

• class size: This activity has primarily been used in
classes that contain between 25-30 students. However,
due to the collaborative structure, it should be able
to scale to larger (or smaller classes) by changing the
number of applications or the number of groups who
are devoted to each application. For example, Amer-
shi et al. contains 10 different applications [1]. If two
student groups (of 4) are assigned to each application,
the structure would still hold for a class of 80.

• background: This activity has been run in a Human-
Computer Interaction course that targets 3rd and 4th
year undergraduate Computer Science students. This
background enabled me to move quickly through ini-
tial introduction of the guidelines. Students with less
backgroundmay need slower introduction or a rephras-
ing of the terminology.

• individual component: I would encourage instruc-
tors not to skip the assignment of roles within groups.
I found that having each student within a group be
specifically responsible for a subset of guidelines yielded
more student participation in both group and class dis-
cussions.

• context: This activity was originally designed for
a remote classroom experience (necessitated by the
COVID-19 pandemic), and groups were facilitated us-
ing breakout rooms in Zoom. A physical classroom
may yield other opportunities for collaboration on
shared tables/whiteboards beyond the spreadsheet shared
here.

3 ADDITIONAL SECTIONS
3.1 Assessment
This activity was designed to provoke low-stakes engage-
ment with a challenging topic. As a result, it was not formally
assessed. Formal assessments could focus on the effective-
ness of peer-learning in understanding the basics of each
design criteria.

3.2 Limitations and Cautions
This activity works best when the instructor is already aware
of the dangers of AI when uncritically launched into diverse
communities and cultures. It is framed to be an introductory
activity to students who are already engaged with design pro-
cesses. However, it should be understood that the activity’s
concise format makes a trade-off with conceptual depth.
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One of the primarily dangers of a short activity is that
rather than highlighting the tensions and challenges of de-
sign (which this should!), it instead gives students false con-
fidence in their evaluations, and nudges towards techno-
solutionism. Sometimes, struggles to land on a “correct” de-
sign exemplifies maturity in understanding the true human
complexity of a design problem. That is certainly the case
here.
For instructors who have not spent time reading about

some of the problems in AI, I might encourage minimally
familiarizing themselves with some of the impacts on his-
torically excluded groups (see Related Online Resources), and
to challenge students during the discussion section to think
critically about their decisions.

This activity should not be seen as a replacement for teach-
ing students issues of cultural competency and identity. I’ve
found that students with a background in those areas prior
to my class often act as a catalyst to some of our richest
class discussions (and criticisms) surrounding the design
guidelines.

4 RELATED ONLINE RESOURCES
• The project page for Microsoft’s Guidelines for Human-
AI Interaction can be found at https://www.microsoft.
com/en-us/research/publication/guidelines-for-human-
ai-interaction/. This includes newer resources as well,
such as a Human-AI eXperience toolkit.

• To make an alternative comparison with Google, you
can also reference Google’s People + AI Guidebook Pat-
terns https://pair.withgoogle.com/guidebook/patterns

• AI’s impact on historically excluded groups (focus-
ing particularly on race) has been covered by many
scholars in recent years, including Ruha Benjamin,
Sofiya Noble, and Joy Buolamwini (among others!).
For instructors unfamiliar with this space but hop-
ing to augment conversations in class, the documen-
tary Coded Bias offers a good starting point: https:
//www.codedbias.com/

5 MATERIALS
The following files are contained in the .zip folder:

• human-ai-guideline-cards.pdf - a PDF of the cards
originally found at https://bit.ly/hai-activity that should
be distributed to students.

• human-ai-activity-spreadsheet.pdf - a PDF ver-
sion of the spreadsheet that students collaborate on to
evaluate different systems.

• human-ai-instructor-guide.pdf - a detailed expla-
nation of how the activity is run, along with discussion
prompts.

• guidelines-for-human-ai-interaction.pdf - a PDF
of the research paper by Amershi et al. [1] that intro-
duced the human-ai guidelines. Expert evaluations that
are compared with student evaluations are also in this
paper.
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